Math 275D Lecture 23 Notes

Daniel Raban

November 25, 2019

1 Constructing Martingales and It6 Integration in R?

1.1 Constructing martingales using It6 integration

If we have f(t, By), then It6’s formula gives us
1

If f, = —%fm, we get that
6.5 = [ f.ap.
This implies that f(t, By) is a local martingale. If this is bounded, it must be a martingale.

Example 1.1. Suppose we have the line put +a. What is P(3¢ s.t. By = ut +a)? Let’s try
looking at Xy = By — ut. Then we want P(3t s.t. X; = a).

In general, let’s look at X; = ut+o By, where p,0 € R. If welet 7 = inf{t : X; = a or b},
then the probability we want is the limit limy .o P(X; = a). If 4 = 0, then X; is a
martingale. Then Y, := £=b is also a martingale, and

a—b
1 X, =
Y, = “
0 X,=0b.

P(Y; =1) = E[Y;] = E[Y)] = —

Then
b

a—b
The middle step comes from the fact that Y;, is bounded.

Example 1.2. Let’s find some function with the form f(¢,2) = f(ut + 0z) and f; +
%fx$ = 0; such a function will make f(Xt) a local martingale. The derivative condition is
,uf’ + %02]?// = 0. Notice that if 4 = 0, then ]?(8) = ¢s + d for some c¢,d; so cX; +d is a
martingale.



Let’s try the function

e—2,us/o2 _ e—Z;LB/cr2

fA’B(S) - e—2uAjo _ o—2uB/o? "
Then fsatisﬁes this differential equation, f: lif s = A, and f: 0if s=B. So
E(fap(X1)] = P(X, = A) = E[fa,5(X0)]-

1.2 Brownian motion and It6 integration in R?

We can construct Brownian motion in R¢ by constructing a length d vector of independent
Brownian motions B(t) = (Bi(t), Ba(t), ..., B4(t)). Here is what It6’s formula looks like
in R%:

Theorem 1.1. For suitable f(t, B(t)).

d d
df(th(t)) = ft dt + Zfzk dBk + % Zfa:ka:k dt
k=1 k=1

1
= frdt + Vf-dB + SAf db.

FEquivalently,

f(t,B /ftsB ds+2kasB ) dBy(s /kawksB ) dt

Corollary 1.1. If f(t,x) satisfies f; + %Af =0, then f(t,B) is a local martingale.
Look at 2-dimensional brownian motion. Then for a € R2,
P(3t s.t. By =a)=0.
We can also find the following.

Proposition 1.1.
P(3{tr} s.t. li]1€rn Bi, =a) =1

This is a nontrivial question to ask. However, this is a well-known result nowadays.
Interestingly, this probability is not equal to 1 when d > 2.

Proof. We want to find P, (3¢t s.t. |B¢| < r); if this probability is 1 for » > 0, then the result
holds by taking a sequence of r going to 0. Let 7 := inf{t : |B| = r or r1}, where 1, > R.
Then we want P(|B-| = r). Let’s find some f(t, B;) such that f; + 5 fzo = 0. We also need



a kind of property like f(¢,x) = 1if |B| = r and f(¢t, B;) = 0 if | B¢| = r1,. We can do this
by requiring f(t,z) = h(||z]), i.e. it only depends on h. This gives Af = 0. So we want a
function like h(z)log|z|. The actual choice is

_ log |a| —log(ry)

72) = Tog(r) ~Tog(rz)

This gives

_ log(R) —log(rr) ri—oc

= Tog(r) —log(rr) b

P(|B-| = r) = E[f(B(#))] = E[f(B(0))]

This completes the proof. O

Remark 1.1. If d = 3, we get that f(x) is like 1/|z|. In particular,

_ Yla[ = 1/]re

1) = L =1

The same calculation gives

_1/R—-1/rp rp—oo r

BB =n) =31, R




	Constructing Martingales and Itô Integration in Rd
	Constructing martingales using Itô integration
	Brownian motion and Itô integration in Rd


